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About These Problems

• Consult Andrew Lizarraga: andrewlizarraga at g.ucla.edu for question or solutions.

6.1 Linear Regression

We are given that X ∼ N(0, 1) and that Y is linear function of X given by Y = ρX + ε, where |ρ| < 1 and
ε ∼ N(0, 1− ρ2). We are also given that ε ⊥ X.

Problem 1: Calculate E[Y |X = x].

Problem 2: Calculate Var[Y |X = x].

Problem 3: Calculate the joint density f(x, y) based on the chain rule f(x, y) = f(x)f(y|x).

Problem 4: Calculate E[Y ]

Problem 5: Calculate Var[Y ]

Problem 6: Calculate Cov(X,Y )

6.2 Transformation of Random Variables

Let U ∼ Unif [0, 1] and let X = − logU .

Problem 1: Calculate the cumulative density function F (x) = P (X ≤ x).

Problem 2: Calculate the probability density function f(x) = F ′(x).
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